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Abstract—HLA-based distributed simulations tend to suffer from load imbalances and degradation in performance as a result of running on distributed environment. High-Level Architecture (HLA) is a general purpose framework that eases the implementation of distributed simulations on top of dedicated resources without worrying about the computing infrastructure. Due to the high cost of hardware and other factors, some companies have ditched the concept of dedicated resources and shifted towards shared ones which revealed some HLA weaknesses, out of which, dynamic reaction to load imbalances and managing federates on the shared resources. Therefore, different efforts have proposed numerous dynamic load balancing systems to offer a balancing feature to running distributed simulations. In order to perform the load balancing task, these proposed systems gather and make use of a number of simulation and load metrics. Load prediction is a metric that is computed to provide load projections and prevent any prospective load imbalances by migrating federates from an overloaded shared resource to an underloaded shared resource. This work touches the federate migration decision-making process, which is the last step of the balancing task. The proposed federate migration decision-making methods are to overcome the dependency on predefined thresholds in previous work and offer dynamic decisions to migrate federates.
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I. INTRODUCTION

Complex distributed simulations, such as largely HLA-based simulations, is one of the topics that have been the focus of many researchers as they provide a fast, yet easy, implementations for solving complicated problems. Because of the dependency of these kinds of simulations on distributed and parallel/concurrent systems, their performance can be easily affected by different factors, such as dynamic changes of simulation load, heterogeneity of resources, presence of external load, and improper distribution of simulation entities. One way to resolve the improper distribution of simulation entities is to initially place these entities, based on the heterogeneity of the resources, in a way to ensure that the distributed simulation would start with a balanced state. Some load balancing management systems that implement the previous solution usually lack the dynamic load redistribution capabilities after the distributed simulation starts executing. Therefore, a number of load balancing management systems have been proposed to dynamically reallocate simulation entities between resources once load imbalances are detected by continually monitoring the load of the resources.

High-Level Architecture (HLA) is a battery-included framework that aims to ease the implementation of distributed simulations. Reusability and interoperability of simulation entities are the concepts HLA introduced to enhance, unite, and simplify designing distributed simulations. HLA allows the reuse of simulation entities (federates) in other distributed simulations (federations), while following policies for exchanging data to allow interoperability. In order to apply these two concepts, HLA forces a set of rules to be compiled by federates and federations. Moreover, Interface Specifications are defined to unite the communication among federates and their respective federations and Object Model Templates to publish their objects and interactions to others in the distributed simulation.

The design of HLA was based on usage with dedicated resources, as a result HLA has shown some weaknesses with the implementation of distributed simulations on shared resources, such as inability to control the federates and a proper federate migration protocol to reallocate federates without stopping the distributed simulation. Furthermore, HLA lacks load balancing capabilities. Different proposed load balancing management systems have been proposed to provide solutions to load imbalances while running distributed simulations on shared resources. These systems use different metrics to reallocate federates between resources to balance the simulation environment, such as migration load [1], communication load [2], and projections [3].

The work presented here discusses different dynamic federate migration decision-making approaches. These proposed approaches aim to remove the dependency of a previous work [3] on predefined thresholds which resulted in a load balancing system that is not adaptive to different kind of data or prediction methods. Instead of using static thresholds, the proposed approaches make use of a set of features that are extracted from the current load of the resources to dynamically adjust themselves at every balancing cycle.

This paper is structured as follows. Section 2 presents related work. Section 3 deliberates the incorporated system. Section 4 discusses the proposed federate migration decision-making approaches. Section 5 compares the performance of the proposed approaches against the original approach. Section 6 summarizes the outcome and discusses future work.
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II. RELATED WORK

Load balancing becomes a necessity when the execution time matters. As a result, many different dynamic load balancing systems and schemes have been proposed to offer better performance. Some of these designed schemes migrate federates from overloaded resources to underloaded resources based on the communication characteristics and the dependencies between federates. Other systems make use of computational aspects of the distributed simulation to reallocate the load. Other systems make use of prediction models to project the load of the resources and redistribute the load to prevent load imbalances.

Communication-based dynamic load balancing systems identify simulation entities that degrade the performance and execution time of the distributed simulation by analyzing the simulation look-ahead and communication dependencies. Look-ahead allows the detection of simulation entities that delays the simulation by affecting other simulation parts [4] [5]. On the other hand, monitoring communication rate enables identifying delays that are triggered by communication latencies. Evaluating the communication dependencies helps in reducing the network distance between parts, and this process has been performed statically [6] [7] and dynamically [5] [8] [9]. Using Communication-based load balancing system could be beneficial, however, it lacks the capability to deal with load imbalances in shared resources.

Computational-based systems analyze the computational load of the federates or the resources in order to migrate federates from overloaded resources to underloaded resources. Different load balancing systems have been proposed that aim to mainly enhance the performance of simulation execution time by improving the execution time of each federate [10] [11] [12], while other systems redistribute loads between the shared resources to ensure even allocation [13] [14] [15]. The previous systems lack proper load reallocation with the presence of external background load and dealing with resources with different configurations. As a result, some enhanced solutions have been proposed [16] [3] to overcome these limitations.

Prediction-based systems use different forecasting methods to project the load of the shared resources in a number of future balancing cycles. These projections are categorized into two categories, where each category serves the system in a specific way. The first kind of projection recognizes load imbalances and reallocates loads to prevent these load imbalances. On the other hand, the second kind of projections help the load balancing system to identify any future load imbalances so the system would react early towards these imbalances and perform precautional procedures. These systems depend on the accuracy of the forecasting methods [3] [17].

The approach in [3] [2] uses thresholds to decide if a load migration is needed. These thresholds are predefined based on a certain case, which makes this approach not adaptive to new forecasting methods. Therefore, different adaptive federate migration decision-making approaches are proposed.

III. PREDICTIVE LOAD BALANCING SCHEME

The proposed federate migration decision-making approaches are incorporated into a dynamic prediction-based load balancing management system described by De Grande and Boukerche [3] and presented in Figure 1. The process of load balancing in the system goes over two steps: monitoring the shared resources to identify the overloaded and underloaded resources, and applying certain approaches to decide whether a migration is needed from an overloaded to an underloaded resource.

In the incorporated system, resources with similar configurations are grouped into one cluster and managed by a Cluster Load Balancer (CLB). Each CLB is connected to Local Load Balancers (LLBs) that reside in the shared resources. These connections allow CLBs to manage the resources that belong to it and the federates that run on them. CLBs are connected to its neighboring CLBs so that they can exchange information about their own environment. CLBs gather load information about its resources by communicating with the Monitoring Interface and then, with the help of the Prediction Interface, analyze the candidate list of resources to reallocate and evenly balance their loads.

CLBs access monitoring related data by communicating with the Monitoring Interface, which extracts load data from sending inquiries to Monitoring Information Services (MIS). Once an inquiry is received by MIS, MIS would send only the load related information of resources under the management of the inquiring CLB. MIS uses Grid services, through monitoring and discovery services, to access such information. Grid is a management system for shared resources that is used to coordinate the execution of distributed applications [18].

Each resource has an LLB that gathers information about the load of the simulation entities that run on it and response to queries and commands sent by its managing CLB. Collecting
Load information is performed upon request from the CLB, where the receiving LLB forwards the collecting request to the Federate Balancing Interface. Federate Balancing Interface then forwards the request to the Local Monitoring Interface of each federate it hosts to retrieve the CPU consumption of the hosted federates. LLB forwards migration calls from its CLB to its Migration Manager.

Similarly to [19] [20], the load balancing system performs federate migrations in two steps: transmitting static data and initialization files through Grid Services from the overloaded resource to the underloaded resource, followed by sending the execution status and queued incoming messages through the Migration Manager. Migrating federates between two resources that reside in different clusters are conducted through a Migration Manager.

As each Prediction Model requires different kind of historical data, Prediction History keeps a copy of previous data that are needed by the implemented Prediction Model. The Prediction Engine processes the Prediction Model on the data it receives from both CLB and Prediction History. In the incorporated system, a smoothed value and a trend are kept in the Prediction History as the system uses an extension of Exponential Weighted Moving Average, named Holt’s Model.

A. Re-distribution Algorithm

In order to enable the balancing capabilities in an HLA-based distributed simulation, the incorporated system uses a redistribution algorithm to balance the load among the shared resources. The algorithm consists of three different stages: monitoring, reallocation, migration.

The dynamic load balancing management system continuously monitors the shared resources which enables the responsiveness to any sudden load oscillations. The monitoring stage is periodically executed every $\Delta t$, which is constrained by the monitoring tool’s refresh rate. To ensure accurate projections, the system first filters the gathered load information to eliminate abnormalities. Once filtered, the system normalizes the data to ensure a fair comparison between the resources. The system used the set of normalized loads along with the previous history and the migration status to calculate the projection of each shared resource in three different future balancing cycles: short-term, medium-term, and long-term projections. The values of the projections represent the predicted load of a resource in a specific future balancing cycle.

The load balancing system applies a pair matching algorithm, which is shown in Algorithm 1, between the resources in each balancing cycle. The system gives more importance to the balancing cycles that are closer to the current cycle. Before applying the pair matching algorithm, the system sorts the list of resources according to their loads. The system then starts the pair matching process against the sorted list by adjusting a list of parameters, $min$, $\delta$, and $\theta$, to be used for calculating thresholds upon matching each pair of resources. The first threshold, $min \times \delta$, is to ensure that the difference of the load between the overloaded and the underloaded resources is large and justifies a federate migration. The second threshold, $min \times \theta$, is larger that the first threshold and it is only applied when the overloaded resource has one federate which ensures that the load of the overloaded is abnormal and transferring a federate can lower its load. Once the thresholds’ values are exceeded, the pair matching algorithm triggers a migration to redistribute the federate with the lowest load from the overloaded resource to the underloaded resource.

Based on the success rate of the local migrations, each CLB starts the process of inter-domain migrations, migrations to other clusters. The CLB starts by requesting Cluster Load, the average load of its shared resources, from its neighboring CLBs. When the Cluster Load is received by the requesting CLB, a process starts to recognize local overloaded resources, when compared against the load of the resources of the other cluster, by identifying load imbalances between the shared resources of the involved clusters. This list of local overloaded resources is sent to the neighboring CLBs for projection calculations and pair matching. When the neighboring CLBs conclude the process and finalize the list of possible migrations between themselves and the other cluster, the list of migrations are sent to the other cluster to start the inter-domain migrations.

Algorithm 1 Local Prediction Pair-Match Evaluation Algorithm

\begin{verbatim}
Require: srcRsc, dstRsc, min, $\delta$, $\theta$
\begin{align*}
\text{if } & \text{dstLoad} < \text{min} \quad \text{then} \\
& \text{createMigrationMove(srcRsc, dstRsc)} \\
\text{else } & \text{endif}
\end{align*}
\begin{align*}
\text{if } & \text{numberFederates(srcRsc) > 1} \quad \text{then} \\
& \text{createMigrationMove(srcRsc, dstRsc)} \\
\text{else } & \text{endif}
\end{align*}
\begin{align*}
\text{if } & \text{numberFederates(srcRsc) > 1} \quad \text{then} \\
& \text{createMigrationMove(srcRsc, dstRsc)} \\
\text{else } & \text{endif}
\end{align*}
\begin{align*}
\text{if } & \text{srcLoad > (min $\times \theta$)} \quad \text{then} \\
& \text{createMigrationMove(srcRsc, dstRsc)} \\
\text{else } & \text{endif}
\end{align*}
\begin{align*}
\text{if } & \text{srcLoad > (min $\times \delta$)} \quad \text{then} \\
& \text{createMigrationMove(srcRsc, dstRsc)} \\
\text{else } & \text{endif}
\end{align*}
\begin{align*}
\text{if } & \text{srcLoad > (min $\times \theta$) and it is} \\
& \text{only applied when the overloaded resource has one federate which} \\
& \text{ensures that the load of the overloaded is abnormal and} \\
& \text{transferring a federate can lower its load. Once the thresholds’} \\
& \text{values are exceeded, the pair matching algorithm triggers a} \\
& \text{migration to redistribute the federate with the lowest load from} \\
& \text{the overloaded resource to the underloaded resource.}
\end{verbatim}

B. Forecasting Load Status

The load balancing computes three load forecasting prediction model independent projections: short, medium and long term. Each of these projection serves a certain goal towards balancing the load of the shared resources. The short-term projection (SP) helps the system react to current load imbalances. On the other hand, medium-term and long-term projection, MP and LP, identify future load imbalances which are used to help the balancing system to be proactive and prevent any future load imbalances. The projections represent the predicted load of a resource at a certain balancing cycle in the future. Short, medium, and long term projections are defined as 1, 3, and 5 balancing cycles, respectively.
C. Prediction Models

The computational load of each shared resource is collected in a list in time fixed intervals. This list represents the load behavior of each resource in time. Thus, time series prediction methods are used in order to forecast loads of the shared resources.

The system uses a time series forecasting model, namely Holt’s model, to calculate the projections as the collected load information represents the behavior of the resources in time. Holt’s model is an extension to the well-known double Exponential Weighted Moving Average (EWMA). EWMA builds a relationship between the internal elements of the provided data in three different aspects [21]. Single smoothed EWMA computes a smoothed value of the predicted term based on an exponentially averaging technique. Double EWMA uses the trend of the data to compute the projection. Triple EWMA divides the data into seasons, and uses this knowledge along with the trend to compute the projection. Through experiments, the data has shown a trend but has not shown any sign of seasonality.

As Holt’s model is the model implemented in the Prediction Model, the Prediction Engine computes the forecasting value, \( F_{i+m} \) at a future cycle \( i \) from point \( m \), as represented in Equations 1, 2, and 3. Using the monitoring related data, provided by the Monitoring Interface through CLB, along with the historical data, which is stored in the Prediction History, the Prediction Engine starts by computing the smoothed value, \( sum_i \) based on the current actual load of a resource, \( elem_i \), the previous smoothed value, \( sum_{i-1} \), and the previous trend, \( t_{i-1} \). Computing the trend, \( t_i \) enables the extrapolating of the average of the smoothed value and is based on the tendency, \( sum_i - sum_{i-1} \), and the previous trend, \( t_{i-1} \). The sign of the tendency represents the direction of the load, increasing or decreasing, while the value of the tendency shows how steep the trend is. Once the smoothed value and the trend are computed, the Prediction Engine calculated the three different projections: \( SP \), \( MP \), and \( LP \), as shown in Equation 4.

\[ \begin{align*}
sum_i &= \alpha \times elem_i + (1 - \alpha) \times (sum_{i-1} + t_{i-1}), 0 \leq \alpha \leq 1 \\
t_i &= \beta \times (sum_i - sum_{i-1}) + (1 - \beta) \times t_{i-1}, 0 \leq \beta \leq 1 \\
F_{i+m} &= sum_i + m \times t_i, m \in \{1, 3, 5\} \\
SP &= F_{i+1}, MP = F_{i+3}, LP = F_{i+5}
\end{align*} \]

At the initial stage, the Prediction History sets all previous smoothed value to 0 and the first smoothed value to \( elem_0 \). This is to ensure that the projection calculations will not crash when previous history are not presented. Similarly, the Prediction History assigns the value of 0 to the first trend, \( t_0 \), as it has no idea of the tendency of the load.

IV. FEDERATE MIGRATION DECISION-MAKING

Two different thresholds were discussed that the system uses in order to decide if there is a need to perform a load migration. These thresholds are considered dynamic but not adaptive, as their values are changed to predefined values based on the current type of projection and the tendency of both the overloaded and underloaded resources. These predefined values are set after running a set of experiments and the best set of thresholds had been chosen. As a result, any new change or new improvement to the system would require running a set of experiments to produce a new set of thresholds. This process would be time consuming and inefficient. Therefore, the next section proposes different federate migration decision-making approaches that are both dynamic and adaptive.

A. Restricted Approach

The Restricted Approach (RA) replaces the dependency on the predefined thresholds with a rule-based Expert system. RA uses the load and direction of the source and destination resources, the mean of all resources in the current balancing cycle, and a computed tolerance. The tolerance is a value proposed in the original approach that defines a range that once used along the mean, the dynamic load balancing system can define a balanced area where resources with loads that reside in that area are considered balanced. RA uses the concept of tolerance to compute a region around the quantitative value of the resource’s load to define a resource area, as shown in Figure 2.

As RA is an expert system, a set of rules are defined based on the observation of when the migrations should be triggered. The rules are based on whether there exists an intersection between the balanced area and the resource area. The existing of such intersection raises a balanced flag as the resource is near the balanced region and there is no justification to have it involved in a federate migration. A resource is considered unsafe and marked for possible migration when its resource area does not intersect with the balanced area.

RA can be considered as a loose approach as it triggers a load migration almost all the time except when both resources are not safe, the destination has an increasing load tendency, and the source has either a decreasing or stable load tendency. In simple words, both resources are heading towards the...
balanced area. Thus, issuing a federate migration from the overloaded source to the underloaded destination would end up in the possibility of changing the destination’s status from underloaded to overloaded in the few next balancing cycles. Additionally, the previous rule prevents issuing migration calls in the future when overloaded resources become underloaded resources.

B. Direction Ratio Approach

RA uses a loose set of rules that can cause inconsistency in the federate migration process. Thus, a more restricted approach was needed. The restrictions to be applied in the new approach must limit the number of migrations to only those that would eventually lead to a balanced environment. In order to do that, Direction Ratio (DR) adds Ratio to the list of metrics used by RA. The ratio represents the percentage of source’s load tendency to the destination’s load tendency.

In addition to RA rules, DR applies more limitations to the number of triggered migrations by analyzing the direction of the candidates’ loads. Examining the different possibilities of the directions gives an insight on whether a migration has the possibility of affecting the load and status of both candidates. The ratio is used as a metric to calculate the effect factor. The ratio is then compared to a fixed value, and based on the comparison, DR either triggers or ignores the migration. Each rule is represented by a set of conditions that are colon separated. The first and third fields represent whether the Source/Destination are safe (S) or not (N). The second and fourth fields signify the tendency, increasing (\rightarrow), decreasing (\rightarrow), or not used (–), for the source and destination, respectively.

- \text{S:–:S:–}
- \text{S:\rightarrow:N:\rightarrow, Ratio > 0.5}
- \text{S:\rightarrow:N:\rightarrow, Ratio < 0.5}
- \text{N:\rightarrow:S:\rightarrow, Ratio < 0.5}
- \text{N:\rightarrow:S:\rightarrow, Ratio > 0.5}

C. Fuzzy Approach

A different idea was desired to increase the balancing convergence speed of the shared resources. This led to start investing a new approach that identifies different kinds of loads and reacts differently for each type of load. The idea is based on categorizing the loads into sets that represent the level of load the resource is under. Instead of a federate migration decision-making approach that depends on comparing different metrics, the desired approach would make use of the resources’ categories to trigger a number of federates to insure a quick convergence speed. Fuzzy Logic is an approach that works by categorizing inputs and provides an output based on predefined rules. Fuzzy Approach (FA) assigns each load to a set, then goes over a number of predefined rules to see which one is applied to the current situation and then perform the rule’s actions.

The approach has 6 predefined sets, where a pair of 3 sets are dedicated to cover each status, overloaded and underloaded. The 3 sets per status covers different ranges of the loads: extreme, normal, and low. The combination of the status with their ranges of loads results in the following fuzzy sets: extremely overloaded, overloaded, slightly overloaded, underloaded, underloaded, extremely underloaded.

```
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{Fuzzy Approach: Dividing Sets}
\end{figure}
```

Based on these sets, FA goes through the rules that define the number of migrations to perform from the overloaded to the underloaded resource. In this case, FA migrates 2 federates when the source is extremely overloaded and the destination is extremely underloaded. However, it does not trigger any migrations when it feels that issuing a migration call would cause load imbalances between resources, as when the source and the destination match any of these sets, respectively, (extremely overloaded, underloaded), (overloaded, extremely underloaded), and (slightly overloaded, slightly underloaded). In the other cases, FA triggers only one migration.

At each balancing cycle, FA creates 3 equal sets for each status that ranges from the min/max to the balanced region, as shown in Figure 3. A loop starts by selecting candidates and assigns each of the candidates to their respective category. FA then evaluates the appropriate rule. Once a rule is evaluated, the system will transfer the proposed number of federates by FA from the source to the destination.

D. Impact Approach

All of the proposed approaches, including the approach that is used in the original approach, remove the candidates from the candidate list once a migration is triggered. When the resources are removed from the candidate list, the balancing system would not consider analyzing any possible load migrations in the current balancing cycle or the next one for the removed candidates. Because of this behavior, the balancing system does not take into account any other possible scenarios, that involve the removed resources, which could be more beneficial to the shared resources. Thus, Impact Approach (IA) is designed to propose analyzing possible migrations and issue the most beneficial ones.
Impact Approach (IA) takes into account all possible scenarios any resource is involved in and triggers the most valuable migrations. In order to do so, IA computes an impact factor for each possible load migration, represented by

$$\text{Impact} = \frac{\text{srcLoad} - \text{mean}}{\text{dstLoad}}$$

The mean is subtracted from the the load of the source to bring the source's load closer to the destination's load. The impact factor's value represents the impact degree of the migration to the shared environment. The higher the value is, the more important it is to trigger this migration.

For this approach to work, it goes first over all the possible migrations for the short term projections. The possible migrations are presented to the system as a unidirectional graph, from an overloaded source node to an underloaded destination node, and the impact factor as the weight of the edge, as shown in Figure 4. Then, the same candidate list is sent to be processed for medium term projections. The possible list of migrations is added to the unidirectional graph. When IA finishes analyzing the possible load migrations for the medium term projections, the candidate list is sent untouched to be evaluated for long term projections. Similarly, the list of migrations are added to the unidirectional graph.

Once all possible migrations are computed, IA goes over through the graph and first perform the migration with the highest impact factor. Once it issues a high impact migration, IA removes the candidates of the involved migration and their respective edges from the graph, eliminating any migration from or to the candidates in the current balancing cycle. The process continues until no more edges in the graph. The remaining resources are nominated as candidates for the next balancing cycle.

V. EXPERIMENTAL RESULTS

The proposed federate migration decision-making approaches are compared to the original decision-making approach [3]. The evaluation process was conducted in two different stages. The first stage analyzes the behavior of the proposed approaches on data samples, while the second stage compares the performance of the proposed approaches against the original approach.

1) First Stage: The behavior to be examined is the distribution of the migrations triggered per each projection in a single balancing cycle. Figure 5 shows the behavior for such output per each of the proposed federate migration decision-making approach.

By looking into the total amount of migrations, the approaches have the same behavior. However, FL exceeds the other approaches. The reason of the high number of migrations lays in how FL categorizes the candidates. When FL categorizes the overloaded resource as an extremely overloaded and the underloaded resource as an extremely underloaded, FL transfers two federates from the overloaded to the underloaded instead on one. The previous rule does play an important rule towards increasing the convergence speed to have a balanced environment. However, its drawback is that it triggers more migrations.

This rule is particularly applied the most in these results due to the way FL is implemented. FL always creates the extremely overloaded and extremely underloaded that are based on the current loads instead of the overall load of the system. In a nutshell, FL creates the extremely overloaded set even when the load is not considered extremely overloaded for the shared resources as a whole, however, it represents an extremely overloaded load for the list of loads in the current balancing cycle.

To better understand the behavior of the proposed approaches, the number of migrations triggered for SP, MP and LP was analyzed. By comparing the results of the approaches with the results of the original approach (System), RA produces more SP migrations. This is justified by the loose rules we have defined in RA. The more loose the rules are, the more migrations are to be triggered. Because of the high number of migrations initiated in SP phase, the less candidates are sent to be processed in MP phase. The effect of having low number of candidates is seen in the MP migrations of RA compared to the original where the number of migrations in RA is less than the original system. However, running simulations with more federates results in more inconsistencies, where the looseness is taken advantage from and RA starts producing more migrations than the original system. After this stage, RA has consumed most of its candidates results in low migrations initiated in LP.

However, DR applies more restrictions and this resulted in reducing the number of migrations in SP. This allows for more candidates to be sent for MP phase. At this stage, DR has provided MP phase with the highest number of candidates, therefore, more MP migrations than the original system and RA. Eventually, sending more candidates to LP.

IA shows the lowest number of migration triggered in SP.
The goal of the second stage is to coordinate the experimental results. The results below are the average of 6 runs. Tables I and II shows the rounded average number of migrations and the execution time of each approach, compared with the original approach, with confidence rate at 95%.

From Table I, there are three approaches that give the best results, but in different federates configurations. With low federate configurations, 100 to 300 federates, the original approach triggers the least number of migrations. In such configurations, the load of the shared resources, in general, is low, thus the differences between the overloaded and the underloaded resources are low and do not always reach to the the predefined thresholds in SP. Therefore, losing some migrations would yield to a low number of migrations.

Looking at the low federate configurations, IA scores the second in the lowest number of migrations as it performs the most beneficial migrations and ignores the ones that does not help balancing the environment. Both RA and DR have loose rules, which at this point does not reduce nor limit the triggered migrations as the system does not face serious load imbalances. However, when we apply one of the medium federate configurations, federates from 400 to 600, we notice that the load differences between the overloaded and underloaded resources become larger. In the original approach, this larger difference would go closer to, or beyond, the predefined thresholds and as a result, the original approach would issue
more migrations. At this point, the rules of DR become more strict as the system starts facing more load imbalances. In high configurations, from 700 to 900 federates, HLA produces high projections for MP and LP, which is explained in [17]. As DR covers, in its design, more load scenarios than the rest of the approaches, it rejects unnecessary migrations that are triggered by other approaches, resulting in less overall migrations. DR’s strict rules, along with the dependency on the Ratio, play an important role in selecting the most suitable migrations.

For the execution time, as shown in Table II, the original approach is the fastest among the approaches. Throughout analyzing the number of migrations performed at each stage, we found that the number of inter-domain migrations was larger in the original approach. Thresholds in the original approach limit the number of local migrations, however, it is more loose when it comes to inter-domain migrations. Inter-domain migrations help the system to reallocate loads from low end clusters to high end clusters, which would help processing the simulation faster. On the other hand, as the proposed approaches adapt themselves to data at each balancing cycle, they give more importance to local migrations, thus losing the benefit of utilizing the powerful clusters.

VI. CONCLUSION AND FUTURE WORK

In this paper, a number of federate migration decision-making approaches are proposed for a load reallocation on a Large-scale HLA-Based distributed simulations. The approaches are the result of finding a solution to a limitation of a current load balancing management system. RA and DR introduce rules that are independent to any fixed value. Both approaches cover different set of rules and present different flexibilities. FA assigns resources to sets and compares the combination against predefined rules to trigger the required number of migrations for the system to converge faster. IA shows a flexible approach to analyze all possible migrations and trigger the most important ones first through the use of impact factor.

For future work, the results concluded in this work would be compared against SSRT [17] to identify the suitable use case of each combination, an in depth analysis on the complexity of each federate migration decision-making approach is performed to find the hotspots in their algorithms, a dynamic fuzzy logic set generator is designed to built sets based on the overall and historical loads instead of the current load.

TABLE I: Number of migrations per approach

<table>
<thead>
<tr>
<th>Feds</th>
<th>Org</th>
<th>RA</th>
<th>DR</th>
<th>FA</th>
<th>IA</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>523(54)</td>
<td>609(40)</td>
<td>596(39)</td>
<td>604(43)</td>
<td>579(31)</td>
</tr>
<tr>
<td>200</td>
<td>816(19)</td>
<td>1011(34)</td>
<td>972(32)</td>
<td>999(46)</td>
<td>952(44)</td>
</tr>
<tr>
<td>300</td>
<td>1212(47)</td>
<td>1363(19)</td>
<td>1355(14)</td>
<td>1355(40)</td>
<td>1312(52)</td>
</tr>
<tr>
<td>400</td>
<td>1512(55)</td>
<td>1655(79)</td>
<td>1698(63)</td>
<td>1698(13)</td>
<td>1570(12)</td>
</tr>
<tr>
<td>500</td>
<td>1808(63)</td>
<td>1993(42)</td>
<td>1958(41)</td>
<td>1996(52)</td>
<td>1954(22)</td>
</tr>
<tr>
<td>600</td>
<td>2139(108)</td>
<td>2315(35)</td>
<td>2258(34)</td>
<td>2312(46)</td>
<td>2149(123)</td>
</tr>
<tr>
<td>700</td>
<td>2509(63)</td>
<td>2622(35)</td>
<td>2611(62)</td>
<td>2653(29)</td>
<td>2586(47)</td>
</tr>
<tr>
<td>800</td>
<td>2792(27)</td>
<td>2920(55)</td>
<td>2907(68)</td>
<td>2958(64)</td>
<td>2914(69)</td>
</tr>
<tr>
<td>900</td>
<td>2917(51)</td>
<td>3079(29)</td>
<td>3062(38)</td>
<td>3046(67)</td>
<td>3114(90)</td>
</tr>
</tbody>
</table>

TABLE II: Execution time, in seconds, per approach

<table>
<thead>
<tr>
<th>Feds</th>
<th>Org</th>
<th>RA</th>
<th>DR</th>
<th>FA</th>
<th>IA</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>523(54)</td>
<td>609(40)</td>
<td>596(39)</td>
<td>604(43)</td>
<td>579(31)</td>
</tr>
<tr>
<td>200</td>
<td>816(19)</td>
<td>1011(34)</td>
<td>972(32)</td>
<td>999(46)</td>
<td>952(44)</td>
</tr>
<tr>
<td>300</td>
<td>1212(47)</td>
<td>1363(19)</td>
<td>1355(14)</td>
<td>1355(40)</td>
<td>1312(52)</td>
</tr>
<tr>
<td>400</td>
<td>1512(55)</td>
<td>1655(79)</td>
<td>1698(63)</td>
<td>1698(13)</td>
<td>1570(12)</td>
</tr>
<tr>
<td>500</td>
<td>1808(63)</td>
<td>1993(42)</td>
<td>1958(41)</td>
<td>1996(52)</td>
<td>1954(22)</td>
</tr>
<tr>
<td>600</td>
<td>2139(108)</td>
<td>2315(35)</td>
<td>2258(34)</td>
<td>2312(46)</td>
<td>2149(123)</td>
</tr>
<tr>
<td>700</td>
<td>2509(63)</td>
<td>2622(35)</td>
<td>2611(62)</td>
<td>2653(29)</td>
<td>2586(47)</td>
</tr>
<tr>
<td>800</td>
<td>2792(27)</td>
<td>2920(55)</td>
<td>2907(68)</td>
<td>2958(64)</td>
<td>2914(69)</td>
</tr>
<tr>
<td>900</td>
<td>2917(51)</td>
<td>3079(29)</td>
<td>3062(38)</td>
<td>3046(67)</td>
<td>3114(90)</td>
</tr>
</tbody>
</table>
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