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Ensemble SARSA and LSTM for User-centric
Handover Decisions in 5G Vehicular Networks

Mubashir Murshed, Glaucio H.S. Carvalho, and Robson E. De Grande

Abstract—SG and vehicular networks have enabled Intelligent
Transportation Systems (ITS) with better safety and infotainment
services where connected vehicles are critical components for
data sharing. However, a stable connection is mandatory to
transmit data successfully across the network. The SG technology
enhances bandwidth, stability, and reliability but suffers from low
communication ranges, which results in frequent and unnecessary
handovers and connection drops. In this paper, we introduce
a user-centric approach, Factor-distinct SARSA Reinforcement
Learning (FD-SRL), which combines a time series data-oriented
model LSTM and adaptive method SARSA Reinforcement
Learning for Virtual Cell (VC) and handover (HO) manage-
ment. Our proposed approach maintains stable connections by
reducing the number of HOs, given the fast-paced changes due to
mobility, network load, and communication conditions. Realistic
simulations demonstrated that FD-SRL reduced the number of
HOs and the average cumulative HO time, showing potential
improvements in connection stability for 5G-based ITS.

Index Terms—5G, SARSA, LSTM, Virtual Cell, Handover,
Mobility, Ultra-dense Networks

I. INTRODUCTION

Ntelligent Transportation Systems (ITS) in urban and high-

way scenarios aim to improve vehicular safety and mobility,
as well as to provide comfort services [1]. Vehicular Net-
works (VN) enable vehicles to communicate with each other,
infrastructures, and devices, sharing data and information
produced in vehicular On Board Units (OBU) for safety, traffic
management, and entertainment [2] [3].

The mobility of vehicles on road segments is highly dy-
namic [4]. Connected vehicles rely on wireless communi-
cation, requiring switching between transmission points to
remain connected by performing handover (HO) [5]. How-
ever, vehicles’ highly dynamic behaviour often results in lost
connections, negatively disrupting the delivery of services
and even compromising safety. Cellular management’s de-
layed decision-making often causes connection dropouts; in
metropolitan settings, network ultra-density is fairly prevalent.

The 5G mmWave (millimetre wave) frequencies provide
more bandwidth and higher data transfer rates than traditional
networks, including benefits, such as high bandwidth, ultra-
low latency, enhanced security, and increased energy con-
sumption [6] [7]. However, the high frequency also leads to
more significant signal loss due to absorption and scattering,
limiting the communication range and leading to a smaller
coverage area than traditional networks. The limited coverage
area of 5G networks operating at mmWave frequencies is an
open issue where approaches attempt to mitigate it, such as
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merging multiple cells [8]. The constrained communication
range causes user nodes to perform frequent HO to remain
connected to the cellular towers. Frequent and unnecessary
HO affect connection stability for dynamic high mobility ve-
hicles [5] [9]. Efficient decision-making for HO is essential for
enabling reliable and stable vehicular service and applications.

A user-centric virtual cell (VC) strategy helps to deal with
connection stability problems due to the low coverage range
of 5G networks [9] [8]. A user-centric network performs
network and decision-making operations on the user’s side
rather than the base station to deal with the high mobility
of vehicles and ultra-density, reducing decision-making costs
and complexity. By the definition of the user-centric VC, a
vehicle remains connected to multiple transmission points or
cellular towers and virtually forms a cell to get service [9] [8].
Redundant lightweight connections in a VC consume negligi-
ble bandwidth and support this user-centric strategy to help
stabilize communication even under adverse network condi-
tions by ensuring the benefits of 5G networks. Additionally,
by leveraging a time series and adaptive learning approaches,
the design of HO management mechanisms for VCs can lead
to intelligent systems that effectively and efficiently adjust to
user behaviour and network conditions in a dynamic manner
based on historical data. For these systems, the time series
models lead to stable network conditions and enhanced user
experience, while adaptive learning approaches promote real-
time decision-making HO process. Moreover, time series data-
oriented learning can provide a highly customized and efficient
user experience while maintaining stable network connections;
adaptive learning offers more precise decision-making in a
real-time manner.

Therefore, our proposed approach is designed to be highly
adaptive and robust, offering broad applicability across various
network settings. Unlike fixed-trained models, it learns in real-
time from the environment, enabling it to effectively manage
high mobility and ultra-density in 5G networks. Figure 1
shows an example of VC where the solid black line denotes
a VC with multiple cellular towers for a vehicle.

Many works have dealt with connection stability. Several
techniques, such as HetNet, SDN, Fog, Hybrid, and VC,
contribute to reducing HOs and better connection stabil-
ity [5] [10] [9] [8] [11]. However, there is still a need for
optimization for ensuring stable connections in 5G networks,
particularly exploring user-centric networks and VC tech-
nologies. Previous works have handled HOs in 5G with a
probabilistic estimation-based approach or have yet to consider
historical and adaptive approaches together [11]. Combining
an adaptive approach and time series data-oriented learning
can more precisely ensure connection stability.

The main contribution of our work is successfully introduc-
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Fig. 1. Virtual cell scenario.

ing adaptability to the communication management of vehicles
in dynamic urban ultra-dense vehicular networks:

e We presented an adaptive approach based on State-
Action-Reward-State-Action (SARSA) Reinforcement
Learning for VC management and HO decision-making.

« We incorporated a time series data-oriented Bidirectional
Long Short-Term Memory (BLSTM) approach to better
cope with the long- and short-term dependencies. It
allowed more stable connections by reducing the number
of HO and HO times.

o We conducted performance analyses with different 5G
tower deployments, vehicular densities, and dynamic ve-
hicular mobility in realistic, real-time simulations. The
results demonstrated the efficiency of the proposed mech-
anism in reducing the HO management overhead.

e We compared our work with established SOTA ap-
proaches and showed that our proposed approach per-
forms better in connection stability.

The rest of this paper is organized as follows. Section II
presents related works for connection stability problems. Sec-
tion IIT describes the system model. Section IV contains
virtual cell management using time series data-oriented LSTM.
Section V presents our proposed HO decision-making using
adaptive SARSA RL. Section VI discusses the performance
analysis. Finally, Section VII concludes by summarizing and
providing future work directions.

II. RELATED WORKS

Connection stability is a concern in vehicular networks
where efficient HO management is a prominent solution [10].
Reducing the number of HOs, decreasing HO times, and
managing communication cells can render more stable con-
nections. SDN, HetNet, Fog, and hybrid-based approaches are
explored to address HO management efficiency [10]. To the
best of our knowledge, not all real-world 5G V2X scenarios
are holistically and thoroughly addressed (high mobility and
high density), whereas most works were base-station-centric.

A. Heterogeneous Network

HetNets comprise integrating many wireless communica-
tion technologies, enabling more connection opportunities and
leading to stable communication. A HetNet strategy helped
deal with HO for connection stability based on Markov
Decision Process rewards in 5G networks to reduce fre-
quent HOs [12]. It avoided excessive HOs while maintaining
the stability of connections, but it ignored intolerable HOs
compared to other benchmark schemes. In another approach,
a dynamic fuzzy Q-Learning method attempted to support
mobility management for small cell networks [13]. Even

though the work aims at mobility, its analyses observed UE
movement with an average speed of 10km/h - low mobility
to match vehicular systems. Stochastic analysis is a common
approach to handling mobility management where works [14]
have observed parameters, such as HO cost and channel busy
times, where fixed network measurement assumptions may
lead to issues in dynamic scenarios.

B. Software Defined Network

Software-defined Networks (SDN) introduce flexible net-
work management that allows remote control of rules and poli-
cies. An SDN-based MEC-enabled approach was devised for
service-aware HO management in 5G vehicular networks [15],
reducing the number of HOs for seamless coverage. Similarly,
SDN has been used in a multi-level view for handover man-
agement to optimize the HO times of vehicular networks by
separating its support into core and edges [16]. SDN supported
Unmanned Aerial Vehicles (UAVs) as on-demand forwarders,
where UE’s acted as terminals [17], signaling overhead and
enabling HO decisions.

C. Fog-based Network

The fog-based network uses macro-cell base stations and
shifts network functions closer to end-users, reducing latency.
A feed-forward neural network determined an optimal fog
node where the distance between fog and vehicle and time
were parameters [2]. However, the approach was limited to
HO between fogs, did not consider heterogeneous networks,
and assumed known vehicle trajectories. A two-tier Machine
Learning-based scheme was introduced for HO management in
intelligent vehicular networks [18]. This work predicted signal
strength using a recurrent neural network model to estimate
the receiving signal strength for a handover decision.

D. Virtual Cell

In base station-centric approaches, the network selection
procedure could face latency issues as it needs to be served
from a remote base station [19]. A user-centric approach
reduces latency problems and can migrate computational tasks
to the user end in highly congested networks. Moreover, recent
works have turned to Virtual Cell (VC) technologies to solve
5G networks’ ultra-density and limited coverage range [9].
VCs have served to constrain effective data dissemination
for a group of vehicles called hotspots (HSs), maximizing
the number of served HSs and minimizing the total power
radiated in 5G vehicular networks [8]. Since the size of a VC
matters, a method determined the optimal radius of a VC to
maximize the system downlink capacity using distance and
remote radio head density [20]. VC helped support a scheme
that selects a static cluster of small cells with local mobility
to anchor in high-density scenarios [21]. In the presence
of high vehicular mobility, a VC management approach for
V2X communications in 5G networks focused on low energy
consumption and high reliability [22]. Also, a dynamic user-
centric scheme allowed updating VCs through the mobile
tracking of the vehicles in V2X communication [23].

A probabilistic approach has dealt with VC formation and
update [24]. It adopted user-centric VC management to allow
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TABLE I
SUMMARY OF PREVIOUS WORKS.

A =

5 oX vo g3

ZE E>mo00T Approach Target Process

[12] v v v v/ HetNet  Reducing HO Markov Decision Process
[13] v v HetNet  Mobility Mng Dynamic Fuzzy Q-Learning
[14] v v v/ v/ HetNet  HO, Overhead Probabilistic Analysis

[15] v v' v SDN Mobility Mng Multi-access Edge Comp
[171 v v' v SDN Reducing HO UAYV, On-demand forwarding
2] v v' v Fog Min HO time Feed Forward NN

[24] v vV v v VC VC formation Probabilistic Estimate

[8] v v v v VC Limit broadcasting Probabilistic Estimate

9 v v vvvvVC VC formation, HO Probabilistic Estimate
201v v v v v VC Optimal VC radius Scheduling Algorithm

[21] v v v v VC Reducing HO Local Anchor Cell Control
221 v v v v v VC Min broadcasting  Probabilistic

[181v v v v v ML HO Decision Stochastic Markov model
This v v v v v v VC VC & HO mng RL, LSTM, Policy-oriented

HO: Handover; UC: User-centric; Connectivity: Conn; HM: High Mobility; VC:
Virtual Cell; NN: Neural Network, Machine Learning: ML; Reinforcement Learning:
RL; Historical Model Learning: HML

decentralized decision-making and lower network complexity.
The VC paradigm helped to deal with handovers in 5G V2X
networks, using similar probabilities and parameters to make
decisions [9]. However, these probabilistic approaches cannot
cope with highly dynamic vehicular environments. Our pre-
vious work used adaptive SARSA Reinforcement Learning to
maintain stable connection [11]. This work shows a promising
solution to reduce HO and HO time and ensure connection
stability. However, time series data-oriented learning along
with adaptive learning can ensure more connection stability.

E. Remarks

As summarized in Table I, most earlier works were base
station-centric and often failed to deliver stable connections. In
addition, there are problems with power consumption, network
complexity, ultra-dense networks, failure in HO, and HO time.
A user-centric strategy may more effectively address stable
connections, which would address all issues. Although studies
have addressed user-centric VC, these works are based on
a straightforward probabilistic methodology that lacks adap-
tation to reliably match the real-time, fast-paced changes in
vehicular environments.

III. SYSTEM MODEL

Both trace analysis and direct observation of the environ-
ment in real-time impact the understanding of vehicular mo-
bility: routes and movement patterns. Depending on different
road segments, time, weather, and road-side events, they are
quite uncertain. Vehicle direction, speed, and value of signal
measurement parameters vary due to the dynamic vehicular
movement. Sometimes, only adaptive learning or a trace-based
learning model may not be efficient for decision-making in
a dynamic environment. Time series data-oriented learning
for historical model-based learning is an effective approach
for dynamic environments. It is also true that a predefined
model is inefficient for predicting with an old dataset and
requires high computational performance and time, which is
unsuitable for vehicles running on the road. Considering all
the challenges, we propose a user-centric approach FD-SRL
consisting of lightweight time-series learning and adaptive
learning, adjusting in real-time to effectively manage high
mobility and ultra-density. FD-SRL is an improvement of CO-
SRL [11], where we introduce adaptive learning along with

time-series data-oriented learning to make it more efficient in
terms of decision-making.

FD-SRL consists of two phases (i) time-series data-oriented
Virtual Cell (VC) management and (ii) adaptive learning-
based handover (HO) decision-making. In phase (i), a virtual
cell is formed using time series data-oriented Bidirectional
LSTM (BLSTM). BLSTM extends LSTM by processing se-
quences bidirectionally, capturing both past and future context,
typically implemented by stacking two LSTM layers and
concatenating their outputs. HO decision is performed in phase
(ii) using SARSA Reinforcement Learning (SRL). SRL is a
Reinforcement Learning algorithm where an agent learns a
policy by updating its Q-values based on the state, action,
reward, next state, and next action tuples. Both phase (i),
VC management, and phase (ii), HO decision-making, are
user-centric. We use time series-oriented historical data for
VC management because VC consists of multiple towers, and
they are updated less frequently. Moreover, a predefined model
based on its traversing path and historic signal values can help
to find suitable cellular towers to provide services [25]. For
this reason, we adopt time-series data-oriented learning for
VC management. On the other hand, HO management mostly
depends on a real-time environment, which efficiently deals
with adaptive learning. By considering the dynamic behaviour,
we propose a blend of model-based and model-free learning
methods to enhance performance in dynamic scenarios. The
output of phase (i) time-series data-oriented VC management
is a set of cellular towers for a virtual cell, which is used
as the input of phase (ii) adaptive learning-based handover
management. The outcome of phase (ii) is the selection of a
serving tower, i.e. intra-VC or inter-VC HO. The architecture
of our proposed FD-SRL is given in Figure 2. The VC for a
vehicle encompasses multiple cellular towers, and the VC is
updated over time. The components of BLSTM and SARSA
RL are illustrated by zooming out from the vehicle to highlight
the user-centric operation of our proposed FD-SRL.

Figure 3 illustrates the overview of the system’s decision
flowchart of the FD-SRL approach. The flowchart depicts each
module of FD-SRL as a rectangular box, showing the system’s
progression from phase (i) to phase (ii). Each box details the
breakdown of its respective modules. The exchanged beacon
messages contain data that is directed to the time-series data-
oriented VC management using BLSTM. Subsequently, adap-
tive learning-based HO decision-making is performed using
SARSA RL.

The system under assumption considers a scenario with a
set of vehicles V' = {vy,v9,...,v;}, a set of cellular towers
TCT = {tcti,tcts,...,tct;}, and a set of in-range towers
CT = {cty,cts,...,ct;}, where ct; € CT and CT C TCT.
The set of in-range towers relates to a single vehicle v;;
when vehicle v; comes to the communication range of cellular
towers of TC'T at time k, C'T is updated with those in-range
towers.

IV. TIMES SERIES-ORIENTED VIRTUAL CELL
MANAGEMENT

In phase (i), we use Bidirectional LSTM (BLSTM) for
Virtual Cell (VC) management. BLSTM uses time series data
to predict future value [26] [27]. BLSTM comprises a cell,
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Fig. 2. Architecture of FD-SRL.

an input gate, an output gate, and a forget gate. The cell
remembers values over arbitrary time intervals, and the three
gates regulate the flow of information into and out of the cell.
BLSTM has two sequence processing models, one taking the
input in the forward direction and the other in the backward di-
rection. Though BLSTM is not that kind of lightweight model,
we designed the simple-lightweight structure of BLSTM and
the training and testing data to run faster within the timeframe.
The BLSTM module in Figure 3 outlines the stages of the
process, including layers, model training, and VC building
using the prepared dataset, leading in scalar value prediction
and decision-making for VC management.

A. Learning Factors

We consider RSSI, SINR, RSRP, distance, tower load, and
speed as the learning factors of FD-SRL. In our user-centric
FD-SRL approach, we combine learning factors together to
a scalar value denoted as 7. This scalar value ¢/ is used as
the feeding value of time-series data-oriented BLSTM. We
use speed for determining the cell size, which is discussed in
Section V-E of this section.

In Equation (1), we combine the weighted sum of all of the
learning factors to calculate the scalar value 3. Here W,si,
Wsinrs Wrsrps Wdist and Wioqq are weights of RSSI, SINR,
RSRP, distance, and tower load respectively.

LJ - (X:‘ssictj * wrssi) + (X;“’”‘ctj * wsinr)
+ (Xisrpctj * wTSTP) + (XZlist,uwctj * wdistvi,ctj) (1)

+ (X;oadj * wload)

B. Execution of BLSTM

We design the BLSTM model according to the context of
dynamic vehicular networks. A BLSTM processes the data
forward and backward with two separate hidden layers. The

Data
Collection of Learning Factors
Mobility | Signal | Density |

\/
Scalar Values (i) |

\/
Dataset Preparation |
v

BLSTM
InputLayer | HiddenLayer | OutputLayer ”

\]

Training and Model Generation |
\J

Prediction of Scalar Values (q) |

\/
I: i>>v¢ Add Tower(s) to VC
N

Virtual Cell
Cellular Tower Set |

SARSA RL
State : J Action

Tower(s) in VC

Stg w1 Sen
\C Cellular Towers

Policy : J ,

Reward

Scalar Value
of Parameters

J

Probability of
. Exploration/Explotation

\
Q-value Calculation
Q-value
. RSRQ of Serving Tower
. RSRQ of Member Tower(s) |
* v

Handover Management

Connection
Drop

Q-valuey,, N
inVC

o

Execute
Intra-VC HO

Inter-VC HO

4

Fig. 3. Overview of system’s decision-flowchart of FD-SRL.

input layer of BLSTM contains the input vector of scalar
value ¢/ at time k. The feeding values /' = ¢J,15,...,1J, are
propagated to the hidden layer. The hidden layer updates its
hidden layers status hi, ho, ..., h,, at each time k. The output
gn is computed based on the input ¢/ as an output vector
sequence g = g1, g2, ..., g [27]. The hidden layer function H
of BLSTM is implemented using a logistic sigmoid function,
input gate, forget gate, output gate, and cell activation vectors;
all have the same size as the hidden vector h. This vector feeds
forward to the same outpg layer. A BLSTM computes the
forward hidden sequence h, the backward hidden sequence
h and the output sequence g by iterating the backward and
forward layer and then updating the output layer with WV terms
(denote weight matrices), the b terms denote bias vectors by
following the Equations (2), (3) and (4).

- -
h =HW zu+Wpp b1 +b3) 2)
W

=HW s + Wi%%k-&-l +b4-) 3)
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We experiment on a single-layer BLSTM. The input layer
is fully connected to the hidden layer, and the hidden layer
is fully connected to the output layer. BLSTM blocks use
the logistic sigmoid for the cell’s input and output squashing
functions. We modify the traditional BLSTM to make it
lightweight and follow the requirements of network connectiv-
ity parameters. We use 50 neurons, activation function ReLU,
optimizer Adam, and 100 epochs in the training and test
process.

C. Dataset

The real-time captured data is used to determine the size of
VC to ensure stable connectivity. To remain updated with the
dynamic environment, we only store data or enrich datasets
for a short period. In the high dynamic mobility scenario, a
pre-defined model using an old dataset for a long period might
lead to a wrong result. However, our proposed user-centric FD-
SRL performs its training and testing operations in the OBU
of each v; frequently to be updated with time.

We assume that vehicle v; receives a sequence of the scalar
values of parameters ¢/ from towers CT. We train our BLSTM
model in an offline manner and use the saved model to
predict a new scalar value sequence ¢’. We define a period
k1, ka, ..., k, to perform training and testing of BLSTM. A
window size k' — k is defined for the prediction of ¢’ where
the size of the input vector is ¢}, .

Vehicle v; generates and captures RSSI, SINR, RSRP,
distance, and tower load and stores the data in its storage
area by converting them to a scalar value (/. v; maintains a
timeframe &’ — k to store data in a dataset D' for training
purposes and testing purposes. In this timeframe, the stored
scalar value reached the window size. The timeframe k' — k
is determined in such a way that is efficient for training
and testing. The generated and captured data is divided into
70% and 30% for training data DTN and testing data DT
purposes.

D. Prediction of Scalar Value

At each time interval k' — k, the BLSTM model M? is
generated with the training data DTN and testing data DT".
After generating M°, FD-SRL generates the predicted scalar
value ¢ for ve;. This predicted scalar value ¢? is used for the
next time interval k' — k for selecting towers of vc;. If the
scalar value ¢ for a tower ct; is greater than the predicted
scalar value (?, that tower is selected for the vc; of vehicle v;.
In every time interval k&’ — k, this process repeats to update
VC.

Mean Square Error (MSE) is employed to evaluate the
performance of BLSTM. MSE provides a quantitative measure
of the model’s prediction accuracy by measuring the average
difference between the actual and predicted values. We use
a predefined maximum error rate to identify the model’s
performance. The time interval &’ — k is selected by focusing
on the error measurement report. In a time interval k& — k,
M is generated. When the MSE of M is less than our
predefined maximum error rate, M? is considered for per-
forming further operations. Whenever M® MSE exceeds the

ALGORITHM 1: Algorithm FD-SRL - Phase (i)

Data :T8Sict;, SINTet;, TSTPct; s (z,y), dist, loadet,
Result: vc;, Ci, ct;?
Jo— T8Slct; siﬁ’rct]., TSTPct; (z,y), dist, loadctj;
for k1 to k,_, do

Dt I
if k ==k

141 then
| forget D at (k' — k)o;

[T I R SE

EN

if k ==kj_, then
| DTN DT* « split D* into 70% and 30%;
8 if k == k; then
9 M? « seqBiDirectional;
10 ¢+ M .predict();
1 if o/ >= (? then
12 L ve; 4= cty;
13 ct? «— AlHoMgmt(ve;);

<

predefined maximum error rate, M is discarded and trained
again. by increasing the time interval ¥’ — k. The previous
M’ performs operations till new M’ has less MSE than the
predefined maximum error rate.

Algorithm 1 describes the phase (i) of VC management.
Learning factors are stored and updated in a dataset as train
and test data from line 2...7. Then, the BLSTM model is
trained, and prediction is made in each time interval k' — k,
which is mentioned in line 8...10. The scalar value is compared
with the predicted scalar value to form VC in line 11...12. In
the end, in line 13, adaptive HO management is called for
handover decision-making.

V. ADAPTIVE HANDOVER-DECISION MAKING

We define the components of the proposed FD-SRL model
as vehicular connectivity requirements to ensure network sta-
bility in dynamic and high-mobility vehicular networks. FD-
SRL performs its phase (ii) operation each time k. In phase
(ii) of FD-SRL, vehicle v; decides for the HO management.
v; selects a suitable tower ct}9 for getting service among
ct; € ve;. FD-SRL takes the HO decision, i.e. intra-VC or
inter-VC handover, to maintain stable connections using the
SRL algorithm. The phase (i) of FD-SRL provides a set of
towers for vc;, which is used as the input of phase (ii). When
v; registers in a network, vc; is determined with a default value
of ¢ i suitable for 5G network connectivity. It chooses the state,
action, and reward of the phase (ii) according to ct; € vc;
with max ¢/. With the progress in time, the FD-SRL measures
the Q-value of FD-SRL by applying an action in a state with
its corresponding reward. The SARSA RL module stems from
phase (i) of the VC management module in FD-SRL as shown
in Figure 3. It illustrates the workflow of adaptive SARSA RL
components—state, action, reward, and policy—coupled with
Q-value calculation, ultimately guiding HO decision-making.

We consider Reference Signal Received Quality (RSRQ) to
be the Q-value of FD-SRL. RSRQ is calculated using RSRP
and RSSI as described in CO-SRL [11]. The higher the RSRQ
is, the better the signal. Thus, the higher Q-value indicates
that a cellular tower is better for connection stability. After
learning for a certain time during the initialization, FD-SRL
starts making HO decisions using the adaptive SRL algorithm.
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A. State-Action

We define state-action according to the serving tower and
available actions in wvc;. Every vehicle v; calculates its state
and actions. The state-action is independent of each v; in our
proposed user-centric FD-SRL.

1) State: The state sy, is the cellular tower that serves v; at
time k. It resembles the current serving tower ctﬁ The state
sr41 can be any cellular tower with max 7 at tlme k41 from
ve;.

2) Action: There are several possible actions ap €
{ak,,Qky, ..., 0k, } In a state sy. The number of available
actions is the same as the tower in vc;. Each v; has |ve]
number of available actions. The possible available migrations
from the serving cellular tower to available cellular towers in
ve; at time k are defined as action ay, ;. In a state sy, available
actions are ak@ct;? — ctj € ve;. After taking an action ay .,
the state changes to sj1. Thus, the serving tower ct? changes
as the cellular tower of state sy 1.

B. Reward

In SRL, the reward r;4; is obtained by taking action aj
of transition sy, to sj41. Reward impacts on selecting the best
action. The scalar combination of xrmd s Xoinr oty errpdj,

xdwt(vi’ct ) X,Oadd and X@p()(,d of an actlon ay, calculated

as the reward Rkﬂ using Equation (5). We calculated their
sum by weighted multiplication while computing the reward.

R = (X’ersictj * w?"ssi) + (Xiinrct], * wsim")
+ (X:'STpct]- * /I’Z)TSTP) + (X?ﬁStvi,ctj * wdiStvi,ctj) (5)

+ (X?oad]- * wload) + (X,’i‘peedi * wspeed)

C. Policy Function

FD-SRL uses the well-known e-greedy policy of RL [28].
It handles trade-offs between exploration and exploitation.

At time k, € is calculated from the predicted scalar value
¢? of a time interval among the towers in vc; [11]. Initially,
an action is taken randomly. So, at time k, the probability of
exploration is €. After iterations, the action that has the best
reward is selected with the exploitation probability (1 — ).

D. Execution of SRL

FD-SRL calculates the Q-value for every tower in vc;. The
number of Q-values matches the number of available towers
in vc;. The reduced number of towers within a VC for vehicle
vc; ensures that SRL only consumes a little computation time
and resources. We define the update of Q-value calculation as
in Equation (6).

Q(sk,ar) — Q(sk,ar)” + a[Ryt1 + fyrsrqg'{l” —rsrqei, | (6)

Assume that at time k, an intra-VC handover has occurred,
which is the switching of the serving cellular tower. At that
period, the updated Q-value of the newly determined served
cellular tower is Q(sy,ax)”. Let the Q-value of a cellular
tower in vc; be represented as Q% (sky1,axy1). It is the same
as the Q-value of the next state. Thus, the Q-value of all
available towers ct; € vc; is defined as QY (sk4+1,aK+1) =

ALGORITHM 2: Algorithm FD-SRL - Phase (ii)

Data HETOR rssictj, sinrctj, TSTDet;, TSTqct;, (z,y), dist,
load;, speed;
Result: ct;?
1 InitializeCondition;
2 while vc; # 0 do
3 ap < VC;;
Ri+1 rssz'cz].,
e < computePolicy();

4 sinTet;,
5
6 set a, ; //depending on speed
7
8
9

r8TPct;, dist, loadet; , speed;;

Q(sk, ar) « Q(sk, ar)” + a[Riy1 +rsragt” —rsrqdv];
if (arg maxct; (Q(sg,ax)) then
L execute switching serving tower to new ct?;

10 Q(s1, ax)? « arg maxet; (Q(sk, ax));

11 if (connectionDrop in vc;) then

12 execute inter-VC HO to neighbouring cellular tower;

13 break;
mbry 3 mbr: 1

Tsquctl ) Q%(SkJrlu ak+1) - TSchtz 27 sy Q;‘(Sk+17 ak:+1) =
mbr

TSTqet;

In Equatlon (6), rsrqmbr is the RSRQ of a cellular tower
in ve;, and rsrq“” is the’ RSRQ of the serving tower in vc;.
These values are updated in every period k. Note that the
rsrqg; ! is the updated RSRQ at each time k, and Q(sk, ap)?
is the RSRQ during the last switching of the serving tower
or intra-VC HO. Whenever a Q-value gets to max than the
previous for an action ay, i.e. ct;, is selected as the serving
tower and the value of Q(s,ay)? is updated.

There are |vc;| number of possible actions at a time k. For
every available action aj, v; updates its respective Q-value
considering state transition sy to sx+1, storing all updated Q-
values in a local table. Thus, the number of computed Q-values
equals the number of available cellular towers in vc;. The ay
related to the maximum Q-value gained among the actions at
time k& within v¢;, i.e. ct?, is selected as the serving tower.

The phase (ii) of FD-SRL is discussed in Algorithm 2.
The algorithm starts working from the calling of the function
AlHoM gmt(ve;) in Algorithm 1. In line 3, the algorithm
assigns VC towers to the SRL action. Then, reward, policy,
learning rates, and discount factors of SARSA RL are assigned
in line 4...6. The Q-value generation and intra-VC HO from
line 7...10. Connection drop leads to inter-VC HO and redi-
rects to the initial condition, which is followed as mentioned
at the end.

E. Cell Size Selection

We use speed as another connectivity parameter to deter-
mine the size of the virtual cell. We have considered pico
(small), micro (medium), and macro (large) size cells in our
approach [9]. Speed has an impact on determining virtual cell
size. We consider three categories of speeds: faster (121km/h
to 180km/h), fast (61km/h to 120km/h), and medium (Okm/h
to 60km/h) [11].

The time interval &’ — k in the FD-SRL is calibrated based
on the speed of the vehicles. Vehicles travelling at higher
speeds have a larger time interval than those travelling at
lower speeds. This calibration is performed to guarantee that
sufficient data is collected to train the BLSTM model of
FD-SRL. Moreover, when a vehicle moves faster, the macro
cell is chosen with a slightly lower value of o and v [11].
Accordingly, the fast- and medium-speed vehicles choose a
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Fig. 4. Simulation scenario of Cologne, Germany.

microcell and pico cell with comparatively higher values of «
and + than faster speed as given in Table II.

VI. PERFORMANCE ANALYSIS AND RESULTS

We have conducted extensive simulated analyses of our
proposed approaches utilizing VEINS, OMNet++, SUMO, and
Simu5G. VEINS facilitates ITS simulation execution, allying
vehicular mobility and network [29]. OMNet++ supports the
simulation of networking and communication [30]. Simu5G
supports simulating 5G and vehicular networks [31]. SUMO
is a road traffic simulator [32].

A. Network Topology

We use the Cologne, Germany map in our simulations.
It projects real-world traffic movement into traffic data. The
selected region is a dense urban area with standard road
layouts and highways, allowing variable mobility patterns
across the region. We have conducted simulations in two
different parameter settings with five and ten 5G gNodeB
cellular towers. They are randomly placed on the simulation
playground. We have positioned the cellular towers to mimic
real-world conditions, such as () covering the majority of the
region, (i7) having some areas outside the coverage of cellular
towers, and (7ii) having some areas where many cellular
towers overlap. Figure 4 shows the simulated network map.

In our simulation scenario, each vehicle v; has an indepen-
dent traversing route from a starting point A to a destination D.
Vehicles follow traffic rules, speed limits, priority, and patterns
of a specific zone as our selected region. There are multiple
routes for each v;, source A and destination D can be different.
In each seed of our batch run for the simulation, v; follows
different routes.

B. Simulation Parameters

Our proposed approaches are evaluated using a combination
of parameter settings defined in Table II. The results are
averages from 30+ runs with different seeds, with confidence
intervals of 95%. Each simulation is 100s simulation-time
long to execute operations. We evaluate our work in different
vehicle densities [100..3100] and have conducted an analysis
observing different speed ranges in intervals of 20km/h (min-
max km/h): 0 — 20 km/h to 160 — 180 km/h. The different
densities of vehicles and speeds impact the HO in terms of
connectivity.

TABLE II
SIMULATION PARAMETERS.

Parameter Value Range
Simulation Area 5% 5 km?

Vehicle Density 100 — 3100
Vehicle Speed 0 km/h - 180 km/h
Num of Cellular Tower 5 and 10
Distribution of Cellular Tower Random

Comm. Range of Cellular Tower 1000m

Simulation Time 100s

PHY Model 5G

Transmission Power (gNodeB) 46dbm
Transmission Power (Vehicle) 26dbm
Pico, Micro, Macro («) 0.8, 0.5, 0.3
Pico, Micro, Macro (vy) 0.8, 0.5, 0.1

We have devised two separate parts of performance anal-
yses. In our first part of the performance analysis, five 5G
cellular towers (gNodeB) are placed randomly, and a finite
number of vehicles traverse the map. In the second part of
the performance analysis, ten 5G cellular towers (gNodeB)
are employed with the same number of vehicles. The number
of vehicles is the same in both analyses. The cellular towers
are positioned in the same place for all compared approaches.
We have defined the routes of vehicles and scenarios so
that the second part is an extensive scenario that prompts
more connection stability issues than the regular scenario
of the first part. The green dots in Figure 4 represent the
approximate location of the simulation with five 5G cellular
towers (gNodeB). In comparison, the red dots indicate the
approximate location of the simulation with ten 5G cellular
towers (gNodeB). The coverage area for each gNodeB is
defined as a constant radius of 1000m [33] [34], regardless of
whether the environment is urban or highway. Our proposed
approach features dynamic characteristics designed to adapt to
varying conditions in each scenario, including communication
range, road segment topology, 5SG tower deployment, and
vehicle mobility.

C. Performance Metrics

Our research reduces the overall number of HO and average
cumulative HO duration to improve network stability [35] [9].
In our user-centric approach, the computing costs of training
and decision-making are minimized due to the reduced scope
of a virtual cell size [24] [21]. The effectiveness of our
technique has been tested using a variety of performance
parameters on vehicles with various densities and ranges of
mobility.

1) Number of Intra-VC HO: The number of switching
serving towers or intra-VC HO estimates the total number of
switching of the serving tower within VC. As per the definition
of VC, the vehicle already has information related to the
switched tower in its VC, so there is no hard HO or connection
loss, and connection stability is still maintained [9] [8]. The
transition between the serving tower should be imperceptible
to the user without facing connection drops while exchanging
data.

Though the number of intra-VC HO does not directly affect
connection stability, fewer HOs provide more stable service
delivery. It is also true that a decent number of intra-VC of
HO is necessary to have a better user experience.
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2) Number of Inter-VC HO: The number of hard-HO or
inter-VC HO represents the total number of HO performed
outside VC. A vehicle faces this HO event while traversing
on road segments. This type of HO requires the same amount
of time as standard HO [9]. The lower the number, the better
the network stability. A lower number of inter-VC HO shows
better connection stability without interruptions in service
delivery.

3) Average Cumulative HO Time for Intra-VC HO: The
average cumulative HO time for intra-VC HO describes the
time used for intra-VC HO. The cumulative HO time includes
HO time inside VC and a latency including HO attachment-
detachment time. This time is short when compared to inter-
VC because all necessary information is already in the vehi-
cle’s OBU. The time taken to switch from one serving tower
to another is minimal, so it does not affect the performance
of user experience and safety service delivery. The average
cumulative HO time is calculated by dividing the cumulative
HO time by the total number of HO for intra-VC HO.

4) Average Cumulative HO Time for Inter-VC HO: The
average cumulative HO time for inter-VC HO describes the
time used for inter-VC HO. It is calculated by dividing the
cumulative HO time by the total number of HO for inter-VC
HO. In this case, the cumulative HO time consists of latency,
including HO decision-making, attachment-detachment time,
and a time for exchanging beacon messages. The latency for
beacon messages and packet loss might be another reason.
In contrast to intra-VC HO, the vehicle completes the HO
operation in a longer time because it needs more information
for inter-VC HO. A lower cumulative inter-VC HO time shows
higher connection stability, facing less disruption in service
and data delivery.

The metric average cumulative HO time for intra-VC and
inter-VC HO shows the network stability by providing a lower
average cumulative time required for intra-VC than inter-VC
HO.

5) Percentage of Intra-VC: We calculate the percentage
of intra-VC HO for different speeds. The percentages are
obtained from the total intra-VC HO divided by the number
of vehicles that reached a defined speed range. This metric
describes the variation of HO occurrence in different speed
ranges. The lower the percentage of intra-VC HO, the better
the performance is. This metric indicates that a consistently
low percentage of intra-VC HOs across all speed ranges
signifies a stable and ideal handover system.

6) Percentage of Inter-VC HO: For different speeds, we
determine the percentage of inter-VC HO. The percentages
are calculated by dividing the number of vehicles that reached
a specified speed range by the total number of inter-VC
HO. This measure informs how inter-VC HO recurrence
varies throughout speed ranges. Performance improves with a
decreased inter-VC HO proportion. A low percentage of inter-
VC HOs indicates high performance, suggesting that the HO
system is more efficient and stable at maintaining connections
as vehicles move through different speeds.

The smaller proportion of intra-VC HO than inter-VC HO
shows that approaches perform well in terms of maintaining
stable connections by executing HOs inside VC. Intra-VC
and inter-VC HO percentages should retain stability to deliver
better results regarding speed ranges.

7) Size of VC: The size of VC indicates the computa-
tional cost of network and HO management. The metric is
the average VC size among a set of n vehicles randomly
picked following a uniform distribution at the beginning of
the simulation.

Growing the number of cellular towers in a virtual cell raises
the number of connections that need to be managed by the
network, increasing the computation required to maintain the
network. Larger virtual cell sizes can lead to more costs and
resources to manage communication. The system minimizes
computational cost by selecting the most appropriate cellular
towers, thus reducing their number. This metric describes the
computational cost efficiency of a perfect handover system.

D. Compared Approaches

We have thoroughly examined numerous approaches in
these analyses. The probabilistic approach, known as FiVH
from the work in [9], has been implemented for the compari-
son. We have presented a performance study and comparison
of the following approaches to demonstrate the improvement
of our suggested methodologies.

o FiVH: Probabilistic approach of a previous work [9].

« M-FiVH: A modified probabilistic approach of FiVH [9].

e CO-SRL: Connectivity-oriented adaptive learning ap-
proach using SRL, a previous work [36].

o FD-SRL: Time series data-oriented adaptive learning ap-
proach using BLSTM and SRL.

E. Results

We have conducted the performance analysis in two dis-
tinct parts. This progression has been aimed at validating
the effectiveness of our proposed approach across different
scenario setups. The first part compares FD-SRL, CO-SRL,
M-FiVH, and FiVH using five 5G cellular towers (gNodeB).
The second part compares FD-SRL and CO-SRL using ten
5G cellular towers (gNodeB). FD-SRL and CO-SRL are
exclusively included in the second part of the comparison
because they have demonstrated superior performance in the
first part, particularly in scenarios with fewer cellular towers.
This approach streamlines the comparison process by focusing
on the best-performing algorithms from the outset.

1) Five-Towers Scenario: The performance of FD-SRL is
compared with three previous works CO-SRL [36], FiVH [9],
and M-FiVH. The results are averages of multiple runs, along
with 95% confidence intervals, obtained from conducting over
30 experiments with different seeds. We evaluate our work in
different vehicle densities [100...3100].

It is important to mention that the thicknesses in the
curves communicate the confidence intervals of the plotted
performance metrics. Therefore, the thicker the curve is, the
larger the confidence interval is. Adopting this modern data
visualization technique enables the communication of the
major trend and the confidence interval simultaneously in a
concise and unequivocal manner.

Figure 5a represents the total number of intra-VC HO,
which increases with the density of vehicles. The number
of intra-VC HO for FD-SRL stays in the range [15...250]
while CO-SRL, M-FiVH, and FiVH are in the respective
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Fig. 5. Handover management performance analysis in five-towers scenario.

ranges [50...500], [65...1300] and [76...1700], respectively.
The number of intra-VC HOs follows a linear upward trend
for all methods. However, the FD-SRL and CO-SRL display
smaller slopes than the baseline methods, which shows that
they are more efficient in reducing the amount of intra-VC.
Notably, FD-SRL outperforms CO-SRL as the number of
intra-VC HO is lower, highlighting its superior performance.

Figure 5d shows the total number of inter-VC HO increases
linearly with the densification of the vehicle population. Unlike
the baseline approaches, which present steep slopes, the curves
for FD-SRL and CO-SRL present gentle inclines. This result
demonstrates that the proposed methods deliver connection
stability for sparse and dense scenarios. Again, FD-SRL
outperforms CO-SRL, which is indicated by its smaller slope.
When it comes to the number of inter-VC HOs, it turns out
that for FD-SRL, CO-SRL, M-FiVH, and FiVH, it stays in the
respective ranges [5...60], [10...82], [40...460], and [60...850].

Figure 5b and Se describes the average cumulative time
required for intra-VC and inter-VC HO. Intra-VC HO re-
quires at most 0.05ms, 0.08ms, 0.24ms, and 0.31ms for FD-
SRL, CO-SRL, M-FiVH, and FiVH, respectively. The average
cumulative time increases sharply for M-FiVH and FiVH
with the increasing number of densities and slightly increases
for FD-SRL and CO-SRL. FD-SRL exhibits a lower average
cumulative time for intra-VC HO compared to others. The
average cumulative time of inter-VC HO for high-density 3100
vehicles is 4ms, 12ms, 47ms, and 60ms for FD-SRL, CO-
SRL, M-FiVH and FiVH, respectively. For inter-VC HO, FD-
SRL requires less time than CO-SRL, M-FiVH, and FiVH.
Moreover, Figure 5b and Se also show that intra-VC HO
requires less time than inter-VC HO.

It should be noted that the average cumulative time for intra-
VC and inter-VC HO increases with the densification of the
vehicle population. The reason behind this trend is likely the

100 400 700 1000 1300 1600 1900 2200 2500 2800 3100 20 40 60 80 100 120 140 160 180
Density of Vehicles

(e) Inter-VC HO time vs density

Speed of Vehicles

(f) % of inter-VC HO vs speed

corresponding increase in the number of handover candidates
that overloads the network, causing latency inflation and
ultimately extending the completion of the handover process.
Furthermore, vehicle densification is intrinsically associated
with interference in such a way that the denser the area is, the
higher the interference is. This increase in interference also
slows down the handover process. Notably, an increase in this
metric is more critical for inter-VC HO than for intra-VC HO
because the handover occurs outside the VC.

Moreover, M-FiVH showed better performance than FiVH.
We can understand from Figures 5a, 5d, 5b and 5e that
adding signal measurement RSSI as a parameter to FiVH
improved the VC and HO management performance. From
Figures 5a, 5d, 5b and Se, we can infer that thanks to its
real-time adaptive feature, CO-SRL achieve a more effective
HO decision-making than M-FiVH and FiVH. Remarkably,
the joint use of adaptive and time series learning renders FD-
SRL even better performance.

As follows, we analyze the impact of speed in the HO
process. In doing so, we consider different speed ranges in
intervals of 20 km/h (min-max km/h): 0—20 km/h to 160— 180
km/h. Figure 5c presents the percentage of intra-VC HO for
different speed ranges. FD-SRL has an almost flat pattern
concerning speed while CO-SRL has a slightly increasing
pattern. It is expected because high-mobility vehicles need to
perform more intra-VC HO to maintain stable connections.
M-FiVH and FiVH have fluctuations in the percentage of
the intra-VC HO, but they still have a massive difference
from FD-SRL and CO-SRL. Since we are considering the
maximum value of RSSI for the formation of VC in M-FiVH,
the increases in speed lead to frequent intra-VC HO. It helps
to reduce the number of inter-VC. On the other hand, FiVH
remains stable as no signal parameter is considered, which
affects the increasing number of inter-VC HO for FiVH rather
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than M-FiVH. Nonetheless, compared to the baselines, CO-
SRL is significantly superior. For instance, regardless of the
speed range, FD-SRL and CO-SRL maintain values below
0.07 and 0.16, respectively, whereas the ranges for M-FiVH
and FiVH fluctuate between 0.67 and 0.85.

The percentage of the number of inter-VC HO is shown
in Figure 5f. Similar to the analysis of intra-VC HO, the
results illustrate that FD-SRL and CO-SRL are more robust
to vehicle velocities, and the metric remains close to 0.08 and
0.2, respectively, while the baselines present a sharp increase
in the percentage of the number of inter-VC HO. Notably, FD-
SRL showcases superior performance compared to CO-SRL,
particularly in scenarios where high mobility does not affect
the number of hard HOs or connection drops.

The VC size serves as a measurement of the computational
costs of the employed approaches. A hundred vehicles were
monitored at three different speeds to determine the VC size.
In Figure 6, FD-SRL and CO-SRL have a smaller VC size
of [2.6...3.1] and [2.5...2.9], respectively, while M-FiVH and
FiVH have a larger size of [3.2...3.8] and [3.5...4.1]. FD-
SRL and CO-SRL maintain lower computational costs than
M-FiVH and FiVH because their VCs are reduced in size.
However, FD-SRL incurs a slightly higher cost than CO-
SRL. CO-SRL adds slightly fewer towers with policy-based
learning, but FD-SRL adds more towers by combining time-
series data-oriented learning with adaptive learning. According
to the definition, FD-SRL requires slightly more computation
cost than CO-SRL.

2) Ten-Towers Scenario: We have evaluated FD-SRL in
comparison to our proposed CO-SRL, which is our previous
contribution. We consider a new, more complex scenario in
which more HOs may occur. The vehicle densities range from
[100...3100]. The results are averages with 95% confidence
intervals obtained from more than 30 seed-varying runs.

Figure 7a shows the total number of intra-VC HO against
the increase in the densification of the vehicle population. As
we can see, this metric grows for CO-SRL and FD-SRL almost
linearly, with the latter outperforming the former. To quantify
the difference, for the worst-case scenario, the total number of
intra-VC HO is 36000 for FD-SRL against 57000 for CO-SRL.
Since FD-SRL has a slightly smaller slope than the others, it
works better in lowering the number of intra-VC HO than
CO-SRL.

Figure 7d resembles the same upward trend reported in
Figure 7a, but with smaller HO quantities. The increase for
FD-SRL and CO-SRL is linear over the increase in vehicle
density. Despite growing linearly, they continue to exist in
smaller quantities. There are situations when HOs are nec-

essary. While the number of inter-VC HOs for CO-SRL is
[1800...12000], for FD-SRL, it is [200...8300] HOs.

Figures 7b and 7e summarize the average cumulative time
needed for intra-VC and inter-VC HO. Intra-VC HO fluctuates
between [0.160...0.200] ms for FD-SRL. The average cumula-
tive time increases slightly [0.275...0.350] ms for CO-SRL as
a function of the densification of the vehicle population. The
average cumulative time of inter-VC HO is [0.50...0.55] ms
for CO-SRL, while FD-SRL requires less time, [0.05...0.40]
ms. Moreover, Figures 7b and 7e also show that intra-VC
HO is faster than inter-VC HO. The average cumulative time
for CO-SRL varies from our previous analysis. This result is
likely caused by the modification in the settings of simulation
parameters and environmental variations.

Like our previous results in Figure 5, Figures 7b and 7e
show that the average cumulative time for intra-VC and inter-
VC HO is highly affected by the concentration of vehicles.
As we can see, CO-SRL is more vulnerable to densification
in the vehicle population than the FD-SRL.

Figures 7c and 7f display the impact of speed on the number
of intra- and inter-VC HOs. In agreement with the previous
analysis in the Figure 5 counterparts, an increase in velocity
provokes a rise in the number of HOs, regardless of the HO
type. Thanks to the real-time adaptive feature, the proposed
approaches keep this metric under control. Considering the
worst-case scenario of the highest speed and CO-SRL, this
metric peaks less than 0.9 and 0.45 for intra- and inter-VC
HO, respectively. Since FD-SRL also leverages historical data,
it gets the best results. To illustrate its benefits, considering the
worst-case scenario, FD-SRL keeps the metric under 0.83 and
0.32 for intra- and inter-VC HOs.

Though FD-SRL performs better than CO-SRL, there are
more fluctuations in FD-SRL than CO-SRL. The BLSTM
model in FD-SRL is designed to learn long-term dependencies
in data sequences, while the SRL algorithm in CO-SRL is
designed to learn a policy for making decisions. Moreover,
BLSTMs are sensitive to the amount of data; with the variation
of captured data, the BLSTM model can perform differently
and fluctuate more than SRL.

The VC size defines the computational cost of the imple-
mented techniques. A hundred vehicles were observed at three
different speed ranges to determine the VC size. Figure 8
shows that CO-SRL presented a smaller VC size [3.2...4] than
FD-SRL did [4.2...5.1]. The reason is that CO-SRL introduces
slightly fewer towers through policy-based learning, while FD-
SRL adds more towers by integrating time-series data-oriented
learning with adaptive learning. Consequently, FD-SRL incurs
slightly higher but acceptable computational costs compared
to CO-SRL while delivering better performance in terms of
reducing the number of HOs.

F. Remarks

Our proposed approaches, M-FiVH, CO-SRL, and FD-SRL,
outperform FiVH, according to our analyses. With various
tactics, the performance gradually becomes better. It is note-
worthy that FD-SRL and CO-SRL produce the most remark-
able outcomes. Regarding the number of handovers, average
cumulative handover time, and percentages of handovers,
FD-SRL outperforms CO-SRL, while CO-SRL has a lower
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computational cost than FD-SRL. Our analysis demonstrates
that connection stability is maintained for high-mobility and
ultra-density vehicular networks.

VII. CONCLUSION

In this paper, we have addressed the vehicular network stability
problem in 5G vehicular networks for ultra-dense networks
and high mobility of vehicles. Initial analysis of a user-centric
HO management approach showed the importance of adding
signal parameters to enhance algorithmic decision-making
and enable dynamic adjustments (M-FiVH). This analysis
enabled the development of the first contribution of this work,
CO-SRL, an adaptive SARSA-based reinforcement learning
(SRL) strategy for lowering the number of HO and average
cumulative HO time, which adjusted mobility parameters and
connectivity factors in real time for more stable connections.
We then extended the model with a time-series data-oriented
BLSTM learning. Time series data supported the management
of virtual cells, while SRL supported handover management.
This extension showed the significance of time in the manage-
ment for supporting connection stability. Performance analyses

100 400 700 1000 1300 1600 1900 2200 2500 2800 3100 20 40 60 80 100 120 140 160 180
Density of Vehicles

(e) Inter-VC HO time vs density

Speed of Vehicles

(f) % of inter-VC HO vs speed

showed that CO-SRL and FD-SRL ensured stable connectiv-
ity of networks while reducing HO overhead, outperforming
FiVH and M-FiVH, VC-based approaches.

In future work, we will investigate different parameter set-
tings, learning rates, and discount factors in terms of HO man-
agement efficiency and model complexity. Loss calculation
will be studied more precisely in our future work. Moreover,
we will incorporate a more comprehensive mobility model into
the decision-making process, considering the complexity and
cost of the system. We will explore HO management in the
context of a multi-RAT scenario and investigate traffic steering
to ensure effective HO decision-making and data flow.
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